1. Dynamical methods of acting on a substance during their comparatively easy realizability afford the possibility, in principle, of approximating the isentropic nature of compression up to high pressures [1]. To do this, a shock of the required pressure amplitude is transformed in some manner into a series of successively impinging shocks, whose total amplitude equals the initial value.

One of the methods of compression pulse transformation is to set up a layered spacer in front of the substances being compressed (see Fig. 1 with block 1, spacer 2, checking layer 3, damper 4, copper M1, iron M 2 , titanium M 3 , polyethylene M 4 , copper M 5 , iron $\mathrm{M} 6, \mathrm{~h}_{1}=5 \mathrm{~cm}, \mathrm{~h}_{\mathrm{i}}=1 \mathrm{~cm}, \mathrm{i}=2, \ldots, 6$ ). Passing through the layer of materials that possess different dynamical stiffnesses, the shock decomposes into a series of shock and rarefaction waves that interact mutually and with the contact surfaces. Consequently, a step compression pulse that changes with time passes into the obstacle control layer.

Compared with a shock of equal amplitude, such a pulse will cause a smaller entropy increment in the control layer of the substance [2].

Transformation of the pulse, concentrating or stretching it over the obstacle, can be controlled by altering the thickness of the spacer layers, and consequently, a large or small entropy increment can be obtained. The greatest possible entropy jump for this set of materials assures the least temperature increment under compression, and therefore, the least reduction in the strength characteristics of the control layer material. Mioreover, the domain achievable for dynamical loading in temperature-pressure coordinates is extended to the limit, which is important for a number of practical applications [2].

The variational methods ordinarily used to find the optimum in similar cases here oblige substantial simplification of the model of the dynamical compression process itself [3,4]. The coordinates of the optimum are hence determined to an accuracy not exceeding the accuracy of the simplified model.

An approach is used in this paper that does not constrain the complexity of the model and allows its easy replacement. The analysis performed below illustrates this approach in an example of a sufficiently complex model of the process for which the traditional optimization methods are inapplicable.
2. Let us consider a one-dimensional hydrodynamic model of the shock propagation process over a layered obstacle. According to [5], its mathematical description is a system of quasilinear partial-differential equations. The system is closed by the Osborne equation of state [6] and is solved numerically by using a difference approximation [7]. The process was computed up to emergence of the shock on the free surface of the obstacle.

The model described was considered as an object being optimized that has an input function $h_{i}$ (the thickness of the spacer layers) and the output functions $p(x, t)$ and $\rho(x, t)$ (pressure, density).

The entropy increment in each cell of the obstacle control layer was computed by means of the output functions. To do this, an equation [8] was used with a power-law potential [9]

$$
\begin{equation*}
\Delta S \equiv \frac{S-S_{0}}{c_{V}}=\ln \left\{\frac{p-\rho_{0}{ }^{a^{2}}\left(\frac{\rho}{\rho_{0}}-1\right)\left(\frac{\rho}{\rho_{0}}-1\right)\left(\frac{\rho}{\rho_{0}}\right)^{(2 b-1)}}{c_{V} T_{0} \rho_{0} \gamma_{0} \exp \left[\gamma_{0}\left(1-\frac{\rho_{0}}{\rho}\right)\right]}+1\right\} \tag{2.1}
\end{equation*}
$$

where $c_{V}$ is the specific heat, $S_{0}$ is the initial entropy, $T_{0}$ is the initial temperature, $\gamma_{0}$ is the Gruneisen parameter, and $a$ and b are material constants [8].
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Fig. 1
TABLE 1

| $h_{2}, \mathrm{~cm}$ | $h_{3}, \mathrm{~cm}$ | $h_{4}, \mathrm{~cm}$ | K | $\mathrm{~T},{ }^{\circ} \mathrm{K}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1,40 | 2100 |
| 1,00 | 1,00 | 1,00 | 1,24 | 1800 |
| 0,20 | 0,24 | 2,36 | 0,94 | 1100 |

TABLE 2

| Initial point, cm |  |  | Optimum point, cm |  |  | K |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h_{z}$ | $h_{s}$ | $h_{4}$ | $h_{2}^{*}$ | $h_{\text {* }}{ }^{\text {a }}$ | ${ }_{4}{ }^{*}$ |  |
| 1,00 | 1,00 | 1,00 | 0,20 $\pm 0,05$ | $0,24 \pm 0,05$ | 2,36 $\pm 0,05$ | 0,94 |
| 1,00 | 1,00 | 0,45 | 0,21 $\pm 0,10$ | 0,30 $\pm 0,10$ | 2,67 $\pm 0,25$ | 1,01 |
| 1,00 | 0,50 | 0,25 | 0,22 $\pm 0,05$ | $0,40 \pm 0,10$ | 2,60 $\pm 0,22$ | 0,99 |
| 0,50 | 1,00 | 2,00 | $0,24 \pm 0,15$ | $0,38 \pm 0,10$ | $3,07 \pm 0,80$ | 1,03 |

It is assumed that the compression process can be characterized by the maximal value of the entropy increment in time and in control-layer thickness, i.e., the criterion characterizing the process as a whole was selected in the form

$$
\begin{equation*}
K=\max _{t}\left\{\max _{x}\{\Delta S(x, t)\}\right\} \tag{2.2}
\end{equation*}
$$

Taking account of (2.1) and (2.2), the criterion can be considered an implicit function of the input variables

$$
\begin{equation*}
K=\varphi\left(h_{i}\right), \quad i=1, \ldots, n \tag{2.3}
\end{equation*}
$$

It is impossible to establish the form of the function (2.3) for our problem since the system allows only a numerical solution and we are free of the assumptions simplifying the model. Moreover, the nature of the hypersurface $K$ in the space of the variables $h_{i}$ is not known, and the number of variables $n$ can vary from problem to problem.

Under these conditions it is expedient to use a nonlinear simplex method [10] to find the optimum of K . The method was combined with the idea of transferring the input variables into a normalized space [11] and was modified so as to allow application of inequality-type constraints.
3. The listed composite parts of the general optimization problem were programmed in separate functionally interrelated modules so that their set forms a system that adapts to the hypersurface of the criterion (2.3) during the computation. The following are the basic interacting modules: The object being optimized is the numerical solution program of the system (see Sec. 2) that permits obtaining the output functions $p(x, t)$, $\rho(x, t)$ by means of the input parameters $h_{i}$; the criterial module that computes the value of $K$ by means of the output functions by using (2.1) and (2.2); the optimizing automaton whose basis is the algorithm of the simplex method [10] that permits computation of those new input parameters by means of a number of previous values of $h_{i}$ and $K$, that should diminish the value of the criterion according to the logic of the automaton.

The minimum possible value of $K$ and its corresponding parameters $h *$ was computed in an iterative manner during cyclic operation of this system, whereby the optimal thicknesses were found for a given shock velocity and the layer materials selected.
4. The nature of the hypersurface (2.3) and the clarification of the possibilities of the algorithm of the problem were computed for a preliminary study under the conditions displayed in Fig. 1 and a collision velocity of $V_{0}=4 \mathrm{~km} / \mathrm{sec}$. The quantities $h_{2}, h_{3}, h_{4}$ were optimized.

The optimal thicknesses obtained as a result of the computation turned out to equal

$$
h_{2}^{*}=0.20 \mathrm{~cm}, \quad h_{3}^{*}=0.24 \mathrm{~cm}, \quad h_{3}^{*}=2.36 \mathrm{~cm} .
$$

A comparison of the computed values of the criterion and temperature in the control layer M5 is presented in Table 1 for different spacers.

The temperature was calculated from the formula [8]

$$
T=T_{0} \exp \left[\gamma_{0}\left(1-\rho / \rho_{0}\right)+\Delta S\right]
$$

It follows from Table 1 that the optimal structure substantially reduces the entropy increment (and the temperature) in the control layer as compared with a uniform thickness distribution, and even more so by comparison with a shock without spacers.

In order to eliminate the determination of the local minimum and to verify the uniqueness of the optimal structure, the descent to the optimum was carried out from different initial points. The results are presented in Table 2. Low accuracy in localization of the minimum was selected to reduce the calculation time. It follows from Table 2 that a search for the optimum from additional initial points results in practically the same optimal structure. This affirms the globality of the minimum achieved and the unique dependence of $K$ on $h_{i}$ to the investigated range of their variation.

The normal nature of the descent trajectory being observed during the optimization permits a judgment on the absence of gullies and singularities on the hypersurface (2.3) (at least for the initial conditions under consideration). Hence, for a small number of layers in the spacer the approach elucidated can result in a simplified computation by using rapid and less tedious search methods in the optimizing automaton, that use smoothness of the criterion.

The author is grateful to G. A. Arzhannikov, who compiled the program for the object being optimized, for assistance in the research.
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